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ABSTRACT 

 Information is an important organizational asset that that is mainly vulnerable to attacks from 

user error, hackers and crackers, viruses and cyber criminals. This has resulted in loss of trillions 

of dollars around the world and over 4 billion shillings in East Africa.  The study investigated 

whether information security policies assist in preventing unauthorized individuals from 

accessing SACCOS’ sensitive information. The study looked at the relationship between 

dependent and independent variables.  The  study investigated the relationship between industry 

best practices and information security breach incidents The study used correlational survey as 

its research design.  The study utilized a questionnaire as a survey instrument to collect responses 

from 85 SACCOS IT personnel with regard to their perceptions of how information security 

policies affect computer security breach incidents. Coefficient of variation was used to determine 

the sample size of 85 SACCOS registered with SASRA. Further, Simple random sampling was 

used to select 85 SACCOS. From the 85 SACCOS, one IT personnel was selected using simple 

random sampling from each SACCOS to obtain 85 IT personnel from a total of 270 IT personnel 

from 135 SACCOS registered with SASRA.  A pilot test was carried out to test the validity of 

the survey instrument. Cronbach’s alpha coefficient was used to assess the internal reliability of 

the research instrument. Quantitative data was analyzed by using Statistical Package for Social 

Sciences (SPSS) version 22. Research hypotheses were tested using both 2 tailed t-tests and 

analysis of variance (ANOVA) tests. Pearson correlation was conducted to test the relationship 

between independent variables and dependent variable.  Regression analysis was used to show 

the contribution of each independent variable to the dependent variable.  Null hypothesis was 

tested at 95% level of confidence.  If the p-value obtained is less than 0.05, then the null 

hypothesis was rejected, but if the p-value obtained was more than 0.05, then the null hypothesis 
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was accepted.  The results of the study revealed that there is a weak relationship between 

information security policies and security breach incidences in the SACCOS sector  

INTRODUCTION 

Information is an important organizational asset that is subject to vulnerability to attacks due user 

error, hackers and crackers, viruses and cyber criminals. With the increase of cyber users in the 

world, cyber crimes and threats has increased in Africa as evident by the study of Kritzinger & 

Solms (2012). The Savings and Credit Cooperative Societies (SACCOS) sector must prioritize 

the security of computer systems to safeguard the accuracy, confidentiality and availability of 

their information assets to its users (Doherty & Fulford, 2005). SACCOS are entrusted with 

highly confidential and privileged client financial information.  Subsequently, SACCOS have an 

obligation to maintain, store, and secure this sensitive information and to ensure their clients’ 

privacy (Comerford, 2006).   The underlying problem in most organizations is managing 

information security policies.  Information security entails the creation of policy statements used 

in ranking information risks, identifying acceptable security goals and procedures of a SACCOS 

(Da Veiga & Eloff, 2007; Laudon & Laudon, 2012; Metzler, 2007; Robinson, 2005).  Studies 

have identified good security policies (Kritzinger & Solms, 2012; Dhillon and  Torkzadeh 2006) 

and frameworks for security governance (Brotby 2009; Da Veiga and Eloff 2007; Ula, Ismail & 

Sidek, 2011.; Vonn Solms & Von Solms 2009), yet there is still lack of understanding by users 

about how security breach incidents have the potential to weaken the implementation of security 

policies in the SACCOS sector. Security breaches are incidents consisting of unauthorized access 

to sensitive or confidential data (Kraemer & Carayan, 2007) of a SACCOS. Security breaches 

can also arise through computer programs that replicate viruses across systems and networks; 

intrusion of organizational computer systems by unauthorized outsiders who can manipulate 

data; abuse of systems that contain data; theft of valuable hardware, software and information 

assets; financial systems are vulnerable to individuals with the intention to defraud an 

organization; destruction or incorrect entry of data by computer users; disasters such as 

earthquakes, floods or fires can destroy computing facilities or data resources; and  computer 

systems can be damaged by angry employees who is seeking revenge from an organization 

(Doherty & Fulford, 2005; Laudon & Laudon, 2012). 
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Information security policies are designed to safeguard network resources from security breaches 

(Doherty & Fulford, 2005). Information security polices outline the responsibilities and 

acceptable user actions of SACCOS employees when using SACCOS computers and networks. 

Security controls include management controls, operational controls, and technical controls.  

Information security policies are considered to be the management control measures that will 

define an appropriate security for the network infrastructure (Alshboul, 2010; Post & Kagan, 

2007).  Other management controls include vulnerability assessment and security plans 

implemented to manage the security (Salmela, 2008) of the SACCOS.  Security policies have 

clear rules on how a network can be accessed while maintaining confidentiality and identifying 

the ramifications of a security breach (Greene, 2006; Whitman & Mattord, 2008) of the 

SACCOS.  Operational controls include physical security, personal security, business continuity 

planning, incident response, hardware and software maintenance, confidential data protection, 

and security awareness training (Albrechtsen, & Hovden, 2008; Bowen, Hash & Wilson, 2006; 

Hagen, 2008, Richardson, 2011) that are implemented by SACCOS personnel as opposed to 

computer software automation process. 

RESULTS AND DISCUSSION 

Adoption of industry best practices is set forth on tables 12, 13 and 14.  Table 12 presents the 

results of how often SACCOS audit and enforce the documented IT security policy.  55.6 percent 

(40) audits and enforces every year, 29.2 percent (21) audit and enforces in less than 1 year, 11.1 

percent (8) in every two years, 1.4 percent (1) has never audited and enforced the documented IT 

security policy, while 2.8 percent (2) did not know if they perform audit and enforce documented 

IT security policy. 

 

Table 1: Auditing and enforcing documented IT Security Policy 

Audit and Enforce IT Policy                                                 Frequency Percentage Cumulative Percentage 

Never 1 1.4 1.4 

Every 2 years                                                                                          8 11.1 12.5 

Do not know 2 2.8 15.3 

Every year                                                                                              40 55.6 70.9 

Less than 1 year 21 29.2 100 

Source: Research Data (2015) 
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Table 13 presents the results of how often IT security policies audited by an independent third 

party.  54.2 percent (39) audits every year, 23.6 percent (17) audits every two years, 12.5 percent 

(9) do not audit, 6.9 percent (5) do not know, and 2.8 percent (2) audits in less than one year.  

Table 2: Auditing of IT Security by an Independent Third Party 

IT Security Policies Audited Frequency Percentage Cumulative 

Percentage 

Never 9 12.5 12.5 

Every 2 years                                                                                          17 23.6 36.1 

Do not know 5 6.9 43 

Every year                                                                                              39 54.2 97.2 

Less than 1 year 2 2.8 100 

Source: Research Data (2015) 

Table 14 presents the responses and percentages for the importance of best practices success 

factor on IT security implementation in SACCOS. In ensuring security policy reflects business 

objectives, 58.3 percent (42) of the respondents found it very important to the operations of their 

SACCOS.  48.6% (35) of the respondents deemed very important for their SACCOS to implement 

security that is consistent with their culture.   Respondents also reported that 47.2 percent (34) found it 

very important and extremely important to have commitment from management regarding adoption of 

industry best practices. 69.4 percent (38) of the respondents indicated the extreme importance of a good 

understanding of security requirements by SACCOS employees.  Effective marketing of security to all 

SACCOS employees or other members of the SACCOS had the highest score of 48.6 percent (35) in 

terms of importance. 44.4 percent (32) of the respondents reported that it was very important to distribute 

guidelines on IT security policy to all SACCOS’ employees or other members of SACCOS.  Over half of 

the respondents (56.9 percent) found extremely important to provide appropriate training and education to 

all SACCOS’ employees and other members.  Comprehensive measurement system for evaluating 

performance in security management had 50 percent (36) of the respondents reporting the factor as very 

important.  43.1 percent (31) of the respondents deemed very important in provision of feedback system 

for and education to all employees or other members of SACCOS. 
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Table 3: Importance of best Practices Success factors on IT security 

Factors Not 

Applicable  

Not 

important 

 

Somewhat 

important     

Very 

Important 

Extremely 

Important 

Ensuring security policy  

reflects business objectives         

0% 

0 

0% 

0 

2.8% 

2 

58.3% 

42 

38.9% 

28 

An approach to implementing 

security that is consistent with  

the SACCOS culture 

1.4% 

0 

5.6% 

4 

16.7% 

12 

48.6% 

35 

27.8% 

20 

Visible commitment from 

Management 

1.4% 

1 

0% 

0 

4.2% 

3 

47.2% 

34 

47.2% 

34 

A good understanding of  

security risks 

0% 

0 

0% 

0 

1.4% 

1 

29.2% 

21 

69.4% 

50 

A good understanding of  

security requirements 

0% 

0 

0% 

0 

4.2% 

3 

43.1% 

31 

52.8% 

38 

Effective marketing of security to all 

SACCOS employees or other members of 

the SACCOS 

5.6% 

4 

0% 

0 

18.1% 

13 

48.6% 

35 

27.8% 

20 

Distribution of guidance on IT security 

policy to all SACCOS  employees or other 

members of the SACCOS     

1.4% 

1 

1.4% 

1 

19.4% 

14 

44.4% 

32 

33.3% 

24 

Providing appropriate training and 

education to all employees or other 

members of the SACCOS 

1.4% 

1 

0% 

0 

5.6% 

4 

36.1% 

26 

56.9% 

41 

Comprehensive measurement system for 

evaluating performance in security 

management 

1.4% 

1 

4.2% 

3 

6.9% 

5 

50% 

36 

37.5% 

27 

Provision of feedback system for and 

education to all employees or other 

members of the SACCOS   

1.4% 

1 

4.2% 

3 

19.4% 

14 

43.1% 

31 

31.9% 

23 

Source: Research Data (2015) 

 

4.7 Scope of Information Security Policy 

IJRDO - Journal of Computer Science and Engineering ISSN: 2456-1843

Volume-1 | Issue-3 | March, 2015 | Paper-16 129 



 

 

   

 JOURNAL OF COMPUTER SCIENCE AND ENGINEERING 

 

Table 15 presents the responses and percentages for each security issues covered in IT security 

policies and/or supplementary procedures or standards in respondent’s SACCOS.  Encryption 

and Mobile computing had the highest percentage of 59.7 in policy document only category.   

Personal usage of Information Systems followed with 50 percent, Internet access had 

47.2 percent, disclosure of information had 45.8 percent,   Viruses, worms & Trojans had 43.1 

percent, Contingency planning had 41.7 percent, Software development and physical security 

had the same percentage of 36.1, violations and breaches had 34.7 percent and system access 

control had 25 percent.  On the category of  policy document and supplementary procedure or 

standard , System access control had the highest 75 percent, violations and breaches had 65.3 

percent, Software development and physical security had the same percentage of  63.9,             

contingency planning had 58.3 percent, viruses, worms & Trojans had 56.9 percent, disclosure of 

information had 54.2 percent, Internet access had 51.4 percent, personal usage of information 

systems had 50 percent, and encryption and mobile computing had the lowest percentage of 40.3 

Table 4: Relationship between industry best practices and information security breach 

incidents 

Correlations 

 Security breach 

incidences 

Industry best 

practices 

Security breach 

incidences 

Pearson Correlation 1 -.026 

Sig. (2-tailed)  .831 

N 72 72 

Industry best practices 

Pearson Correlation -.026 1 

Sig. (2-tailed) .831  

N 72 72 

Source: Research Data (2015) 

Table 20 presents the results of the relationship between information security breach incidences 

of SACCOS with an information security policy with a broad scope and information security 

breach incidences of SACCOS without and the correlation is significant because the r value is 

0.500 and the p-value is 0.000 which is <0.05.  Therefore the null hypothesis is rejected.  The 

results indicate that SACCOS with broad scope are in a better position in addressing their 

security breach incidents and severity than SACCOS without a broad scope. 

CONCLUSION 
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.  The results demonstrated no evidence of a statistically significant relationship between the 

adoption of industry best practices and reported security breach incidents. These results are 

consistent with Doherty and Fulford (2005) findings of no significance. However, further 

research is required to determine whether the increased perception and reporting of security 

breaches by SACCOS that have incorporated industry best practices into their respective 

information security departments may correlate with the level of sophistication within SACCOS’ 

information security IT departments.  In ensuring security policy reflects business objectives, 58.3 

percent (42) of the respondents found it very important to the operations of their SACCOS.  48.6 percent 

(35) of the respondents deemed very important for their SACCOS to implement security that is consistent 

with their culture.   Respondents also reported that 47.2 percent (34) found it very important and 

extremely important to have commitment from management regarding adoption of industry best practices. 

69.4 percent (38) of the respondents indicated the extreme importance of a good understanding of security 

requirements by SACCOS employees.  Effective marketing of security to all SACCOS employees or 

other members of the SACCOS had the highest score of 48.6 percent (35) in terms of importance. 44.4 

percent (32) of the respondents reported that it was very important to distribute guidelines on IT security 

policy to all SACCOS’ employees or other members of SACCOS.  Over half of the respondents (56.9 

percent) found extremely important to provide appropriate training and education to all SACCOS’ 

employees and other members.  Comprehensive measurement system for evaluating performance in 

security management had 50 percent (36) of the respondents reporting the factor as very important.  43.1 

percent (31) of the respondents deemed very important in provision of feedback system for and education 

to all employees or other members of SACCOS. 

Over one-half of SACCOS’ respondents (50%) reported use of Policy document and supplementary 

procedure or Standard for disclosure of information. system access control. Internet access, viruses, 

worms & Trojans, software development, contingency planning, personal usage of Information Systems, 

physical security, violations and breaches.  On encryption and mobile computing, respondents reported a 

tie of 40.3 percent while using policy document and supplementary procedure or Standard regarding IT 

security issue.  Security issues covered in IT security policy document only had encryption and 

mobile computing reporting more than 50 percent were in place, personal use of information 

systems reported 50 percent, while close to half of the respondents’ reported system access 

control at 25 percent, software development at 36.1 percent, physical security at 36.1 percent, 

and violations and breaches at 34.7 percent       
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